
U') RADC-TE-63-37
U') in-House Report

February 1963

PHA SE- ONLY NUL LING A S A NONLINEA R
PROGRAMMING PROBLEM

Robert A. Shore

APPROVED FOR PUBLIC REL EASE: DISTRIBUTION UNLIMITED

JUL 20 1983

ROME AIR DEVELOPMENT CENR
Air Force Systems CommandA

Griffiss Air Force Base, NY 13441
L&J

OT 20If



p.

9,-

This report has been reviewed by the RADC Public Affairs Office (PA) and
is releasable to the National Technical Information Service (NTIS). At NTIS
it will be releasable to the general public, including foreign nations.

RADC-TR-83-37 has been reviewed and is approved for publication.

APPROVED:

PHILIPP BLACKSMITH
Chief, EM Techniques Branch
Electromagnetic Sciences Division

APPROVED: C - -

ALLAN C. SCHELL
Chief, Electromagnetic Sciences Division

FOR THE COMMANDER:

JOHN P. HUSS
Acting Chief, Plans Office

" I-.

If your address has changed or if you wish to be removed from the RADC
mailing list, or if the addressee is no longer employed by your organization,

please notify RADC ( EECS ) Hanscom AFB MA 01731. This will assist us in
maintaining a current mailing list.

Do not return copies of this report unless contractual obligations or notices
on a specific document requires that it be returned.

., • . . . . . . . , . . . . . . . i . . -



Unclassified .
SECURITY CLASSIFICATION OF THIS PAGE (When. Dag.Enteed) I

READ INSTRUCTIONS
REPORT DOCUMETATION PAGE BEFORE COMPLETING FORM

1. REPORT NUMBER 2. fOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

RADC -TR -83 -37 /3
4. TITLE (and Subtitle) S. TYPE OF REPORT A PERIOD COVERED

PHASE-ONLY NULLING AS A NONLINEAR In-house
PROGRAMMING PROBLEM

s. PERFORMING OIG. REPORT NUMBER

7. AUTHOR($) S. CONTRACT OR GRANT NUMBER(.)

Robert A. Shore

9. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT. TASK

Rome Air Development Center (RADC/EECS) AREA A WORK UNIT NUMBERS

Hanscom AFB 61102F
Massachusetts 01731 2305J304

II. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE

Rome Air Development Center (RADC/EECS) February 1983
Hanscom AFB IS. NUMBER OF PAGES

Massachusetts 01731 18
14. MONITORING AGENCY NAME & AODRESSOII dilleent from Conftollind Office) IS. SECURITY CLASS. (of this report)

Unclassified
IS.. DECLASSIFICATION/DOWNGRADING

SCHEDULE N/A

IS. DISTRIBUTION STATEMENT (of thl. Report)

Approved for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the &b.fract entered In Block 20, It different from Report)

IS. SUPPLEMENTARY NOTES

IS. KEY WORDS (Continue on reverse ald* i neceseam and Identify by block nmb.,)

Antenna
Linear array
Phase-only control
Nonlinear programming

20. ABSTRACT (Continue on re....e id* If necee..wy and identify by block number)

The problem of calculating the minimum phase-only weight perturbations
required to impose nulls in the pattern of a linear antenna array is nonlinear
and cannot be solved analytically. The problem is, however, an example of
nonlinear programming problem and can be solved numerically. This report
describes the performance of two nonlinear programming computer codes,
LPNLP and VMCON, on the minimized weight perturbation phase-only null
synthesis problem. Both codes are effective in general, although convergence
problems may be encountered if nulls are required to be imposed at closely

DO IFN5 1473 EDITION OF I NOV S5IS OBSOLETEDD I JAN7 147 Unclassified

SECURITY CLASSIFICATION OF THIS PAGE (Ph" Dae. Ent~,c)

* . . •*'- %

[IF°



Unclassified
SECURTYi CLASSIFICATION OF TmIS IbA0E(Ilre, Da. E..t.,d)

20. (Contd)

spaced locations in high sidelobe regions of the pattern.

Unlssfe

SE~uRIT CLASSIICAIO41OW T PAE("o Daa Enom.



0~~~~~b I0~~. ~ .

Contents

1. INTRODUCTION 5

2. FORMULATION OF PE{ASL-ONLY NULL SYNTHESIS AS
4A NONLINEAR PROGRAMMING PROBLEM 7

3. RESULTS AND DISCUSSION 10

4. CONCLUSIONS 16

REFERENCES 17

Illustrations

1. Geometry of Array 8

2. Original( ---- ) and Perturbed -)Pattern for Nulls Imposed
at 4.0 0 , 4. 60, 5. 20, and 5.80 in the Pattern of a 4-Element
Uniform Amplitude Array With X/2 Spacing 15 I

3. Original (--)and Perturbed (-) Pattern for Nulls Imposed
at 250. 350, 450, and 550 in the Pattern of a 41-Element
Uniform Amplitude Array With Ak/2 Spacing 15

9, 3 '



Tables P

1. Comparison of Performance of LPNLP and VMCON on Phase-Only
Nulling in the Pattern of a 41 Element, Uniform Amplitude Array
WithA /2 Spacing 11

2. Average Absolute Phase Perturbation and the Objective Function
24 E sin (0 n/2) for Phase-Only Nulling in the Pattern of a 41 Element,n

Uniform Amplitude Array With X / 2 Spacing 12

3. Performance of the Iterative Linearization Method on Phase-Only
Nulling in the Pattern of a 41 Element, Uniform Amplitude Array
With X / 2 Spacing 13

4. Performance of LPNLP and VMCON on Phase-Only Nulling in the
Pattern of a 41 Element, Uniform Amplitude Array With
A / 2 Spacing 14

5. Average Absolute Phase Perturbation and the Objective Function

4 , sin2 (On/2) for Phase-Only Nulling in the Pattern of a41 Element,
n

Uniform Amplitude Array With A/2 Spacing 14

6. Performance of the Iterative Linearization Method on Phase-Only
Nulling in the Pattern of a 41 Element, Uniform Amplitude
Array With A/2 Spacing 14

4C

ii

S~~S ",

S°1

t'S-

[j,." "°4

.* "' " " .*.*.-"l*. .
-°

1" .* .* ".. . . . . . . . . . - l "S ' "- - " "S
" '



-~ . -- T- . - '7777- (71

Phase-Only W'4uling as a Nonlinear Programming Problem

4.""

1. 1TRODU.ON..

Current interest in the subject of phase-only control 1 7 of array weights for 81
~~adaptive cancellation of interference and for array antenna pattern null synthesis 8 "1

is the result of the widespread use of phased arrays. The restriction of the per- -'_o
', turbations of the array weights to be of the phases only resulIts in complexities in""

" ,'" null synthesis not present when the array weights can be freely perturbed in both. ,

'-4'-

! phase and amplitude. The complexities stem from the fact that the equations for
~imposing pattern nulls with phase-only control are nonlinear, whereas the nulli

• ".equations for combined phase and amplitude control are linear. The nonlinear equa-
-. l~ions cannot be solved exactly analytically and hence alternate methods must be,.r
-:' found to obtain solutions. '

'J ' In null synthesis it is typically the case that in addition to seeking a pattern"-

:. with nulls at a set of specified locations, it is also desired that the synthesized%
• "" patterns should satisfy criteria such as sidelobes not exceeding a given level or side-,'.

" lobes having a specified envelope. One way of coming close to achieving these goals

'-" is to start with a set of array weights that correspond to a pattern which is acceptable ,

"" in all respects except that of possessing nulls at all the desired locations, and to then

[!'" (Received for publication 10 February 1983)';"

(Due to the large number of references cited above, they will not be listed here. ""
See References, page 17.) .
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perturb the array weights as little as possible so as to impose pattern nulls at the
set of specified locations. It can then be anticipated that the resulting pattern
change will be minimized and that the perturbed pattern will bear a close resemblance

to the original pattern.

In previous reports we have investigated various aspects of the minimized

weight perturbation null synthesis problem when the weight perturbations are re-

stricted to be of the phases only. In Reference 11 we showed that when the phase
perturbations are small, the null constraint equations can be linearized and a solu-

tion found to the problem of imposing nulls subject to minimized weight perturbations

in a completely similar way to the case of combined phase and amplitude perturba-

tions. The quality of the nulls obtained via this linearization suffers considerably

in general, however, compared with the null depths achieved with the exact solutions

obtained to the combined phase and amplitude nulling problem (limited only by com-
. puter accuracy). Nevertheless quite acceptable results can be obtained in low side-

lobe applications where the phase perturbations required to place nulls in the pattern

are small. In Reference 12 we incorporated the solution of Reference 11 in an

iterative method with which, in applications to patterns of low sidelobes, we were
able to form nulls with a depth fully comparable to those obtained with the exact

combined phase and amplitude solution. The iterative method failed to work well,
however, when nulls were desired at closely spaced locations where the unperturbed

pattern had high sidelobe values. In Reference 15 we investigated an approach to

phase-only null synthesis consisting of starting with the exact solution to the con-

bined phase and amplitude null synthesis problem and approximating the weight

perturbations in a least-squares sense by phase-only weight perturbations. This

was shown to be accomplished simply by setting the phase-only perturbations equal

to the phase part of the combined phase and amplitude perturbations and ignoring

the change in amplitude. The null depths achieved by this method were in general

poor compared to those obtained with either the simple linearization method or the

iterative linearization method, although some slight degree of nulling was obtained

in situations where either or both of the other two methods failed to work at all;

namely, nulling in patterns with high sidelobe levels, and/or many imposed null

locations.

In this report we describe still another approach to the proble.- of phase-only

null synthesis with minimized weight perturbations: that of nonlinear programming.

A large amount of work has been devoted to analytic and numerical methods for

solving the so-called nonlinear programming problem; that is, the problem of mini-

mixing or maximizing a nonlinear objective function of several variables subject to

15. Shore, R.A. (1982) Phase-Onli Nullino As a Least- uares Approximation to

Complex Weight NulLng. RAMC-TR-BZ-1Z9, AD A1 I7,.
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a set of nonlinear equality and/or inequality constraints in the variables. (The

minimized weight perturbation phase-only null synthesis problem is an example of

a nonlinear programming problem. ) From the literature we have selected two

particular numerical methods with readily available computer codes and applied

them to the null synthesis problem. These methods give impressive results in

general although convergence problems are encountered in some situations.

2. FORMULATION OF PHASE-ONLY NULL SYNTHESIS AS
A NONLINEAR PROGRAMMING PROBLEM

We consider a linear array of equispaced isotropic elements (see Figure 1).
The interelement spacing is d and the phase reference center is assumed to be the

center of the array. Let w n n = 1, 2. N, be the complex weight of the nth
array element. Then the array field pattern. p(u) is

N :wJ dnUp(u)= E wn e

n=1

where

dn IN -(n-l). n= 1, 2. N

and

u- kd sin 0"-"'

with

k "w

and 9 the angle measured from broadside to the array. The Idnl are odd-symmetric
with respect to the phase reference center; that is,

d -dn 1,2 Nn N-n- '- 1,2..... N.

Let an , n = 1. 2. N, be a given taper, assumed to be symmetric with respect to
the phase reference center, of the amplitudes of the element excitations, and let
u be the direction of the peak of the array pattern corresponding to a linear phase

shift of the element excitations. Then the array coefficients are

7
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-j dn u.

on n , n 1. 2, . .

~~Figure 1. Geometry ,,

0of Array..
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N N-I N-2 0 3 2 1 ''

We wish to find the set of perturbations, on. n =1, Z,.... N, of the phases of the ;."

element weights that will: (a) result in a perturbed pattern with nulls at a set of -'

prescribed locations, uk , k = 1, 2 .. M, and (b) be as small as possible in the

sense of minimizing either the sum of the squares of the absolute values of the

.5S..m

total weight perturbations .

N N 2

F g r 1 Geometry14 , a s

or the sum of the squares of the absolute values of the weight perturbations relative
to the amplitudes of the weights,o

N N- I 2 0nN 2

2n

le 11 -4 sin 2 - . (2)

Since the perturbed coefficients are ibt a

-ja d un j(beasali
w ln  catn e n e a

the equations constraining the perturbed pattern to have nulls at the locations

u 2 uk , k• -, 2 .. M. are
tl J[dt (up r ut )r + ba

a ane I, , 2[ ...s. . (3)

Separating the real and imaginary parts of Eq. (3 we obtain
* ' lJ~kD Ii 1.2,...Ma.

%-
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a n cos[d(uk -us) + 0 n 1  0 (4a) O

Z a sin[dn (u -u s )+n 0 0. (4b)
n n= k s n

n= I

The problem can then be stated as follows: find the set of phase perturbations. n
On'

n = 1, 2, ... , N. that minimizes either

4 [an sin('i) (5a)
n=l

or

N

4 L sin2  (5b)
n=1 

'"

and that satisfies the null constraints Eq. (4). A further set of inequality constraint

can be added if desired; namely,

-f < O 5r, 1. 2 ..... N . (6)

The pre' -m, so expressed, is an example of a nonlinear programming problem, a

problem in which a nonlinear objective function of several variables is to be mini- .
"' -

mized (or maximized) subject to a set of, in general, nonlinear equality and/or

inequality constraints. Here the objective function, Eq. (Sa) or Eq. (5b), and the

equality constraints Eq. (4), are nonlinear. The inequality constraints (6) are

linear.

Much work has been, and continues to be, devoted to developing efficient numeri-

cal algorithms and computer codes for solving nonlinear programming problems.

Good recent summaries of the subject are to be found in References 16-18. From

this literature we have selected two computer codes that are readily available,

LPNLP and VMCON, for use on the minimized phase-only perturbation nulling problem.

16. Sandgren, E. (1977) The Utility of Nonlinear Programming Algorithms, Ph. D.
Thesis, Purdue University, December I977.

17. Schittkowski, K. (1980) Nonlinear Programming Codes: Information, Tests,
Performance, Springer-Verlag, New York.

18. Fletcher, R. (1981) Practical Methods of Optimization, Vol. 2: Constrained
Optimization, John Wiley & Sons, New York.

9
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The code LPNLP is described at length in Reference 19. It utilizes an augmented

Lagrangian method. The code VMCON is described in Reference 20 and utilizes

an iterative quadratic programming method to solve the nonlinear programming

problem. The results obtained with these codes are described in the next section.

3. RESULTS AND DISCUSSION

To examine the performance of LPNLP and VMCON, the algorithms were first

tested on the problem of imposing nulls in the pattern of a 41 element array with

uniform amplitude and half wavelength interelement spacing. The amplitudes of the

elements were set equal to L ity. A series of sets of imposed null locations was

used starting with one null at 4. 0', then two nulls at 4. 0' and 4. 6, up through .-

five nulls at 4.0*, 4.6 , 5.2', 5. 8°, and 6. 4°. In all cases the number of unknown

* phase perturbations was reduced by a factor of a half to twenty by assuming odd-

symmetry of the phases with respect to the reference center, an assumption equiva-

lent to that of assuming the perturbed pattern to be real. The constraints Eq. (4b)

are then automatically satisfied.

Both LPNLP and VMCON were run in double precision on a CDC 6600 computer.

In running LPNLP the self-scaling mode (ISS= 1) was used with no automatic reset

to the gradient direction (IRESET = 0). The convergence parameters were set at

E 1  1. I0X 10 - 0  2 - 3 .1.0X 10 In runningVMCON, the tolerance was set

at 1. 0 X 10 Both programs were run with the unknown phase perturbations set

initially to zero.

In Table I we show null depths and computation time for the test problem. It

is seen that for up to three nulls, LPNLP was the more efficient algorithm, while

for four nulls VMCON gave the superior performance. For the five null case,

Z• 19. Pierre, D.A., and Lowe, M.J. (1975) Mathematical Programming Via Aug-
mented Lagrangians: An Introduction With Computer Programs, Addison-
Wesley. Reading, Massachusetts.

20. Crane, R. L. et al (1980) Solution of the General Nonlinear Programming Prob-
lem With Subroutine VMCON, Argonne National Laboratory Report ANL-80-64.

This topic is the subject of a separate report in which it is proven that for one
imposed null the minimum phase perturbations always have odd-symmetry, and

in which additional evidence is presented for supposing that in general the minimum
phase-only perturbations required to impose nulls at a set of specified pattern
locations are odd-symmetric. It was found, for example, that LPNLP and VMCON
always arrived at an odd-symmetric set of phase perturbations even if the assump-,*
tion of odd-symmetry was not made at the outset. ,-

21. Shore, R.A. (1983) On the Odd-Symmetry of Minimum Phase-Only Perturba-
tions, RADC-TR-83-2.

10
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LPNLP converged extremely slowly. failing to meet the desired tolerance in more

than 1000 see CP time. while \D.ICON terminated without convergence. When the

algorithms both converged they did so to the same solution to within a very small

c< 10 ) difference attributable to the fact that the two programs use different

criteria for termination.

o.

Table 1. Comparison -,t' Perrormance of LPNLP and VNICON on Phase- -

Only Nulling in the Pattern 4f a 41 Element, Uniform Amplitude Array
ith X /2 Spacing. Nulls imposed at the series of locations 4. 0 4. 6,

5. 2, 5. 8 and 6. 4 degrees

Number
')fNulls 1 2 :3 4 5

Null CF Null CF Null CF Null CP Null CID
Depth Time Depth Time Depth Time Depth Time Depth Time
(d B) (see) (d B) (see) (d1B) (sec) (d B) (sec) (DOB) (sec)

LPNLF -255 2.9 < -289 5. 7 < -265 12. 0 < -249 68. 9 <-186 1007

V NCON -266 25.4 < -254 32.5 <-275 39.5 <-283 34.4 --- --

Some measure of the numerical difficulty of phase-only nulling is the size of

the phase perturbations required to impose nulls. It is possible to interpret the

phase only nulling solution as the superposition of the original (unperturbed) pattern

and a set of cancellation beams, one for each imposed null location. ,For null

locations spaced relatively far apart there is little interference between the can-

cellation beams, and the resulting phase perturbations are small. As the null

locations are moved closer together, the beams increasingly interfere with each

other. and the required phase perturbations increase correspondingly. The magni-

tude of the phase perturbations is also dependent on the sidelobe level of the original

pattern at the desired null locations. High sidelobes require a larger change in the

pattern for nulling than do low sidelobes and consequently are associated with larger

phase perturbations than are low sidelobes. Ftbr small phase perturbations, the

phase-only null synthesis problem approaches linearity1 1-3 and so is much

easier to solve numerically than is the case when large phase perturbations are

required and the nulling problem is essentially nonlinear. In this context, the above test

problem was intentionally chosen to be a severe test of the nonlinear programming

algorithms, requiring nulls to be imposed at closely spaced locations in a near-in

sidelobe region of a uniform array. In Table 2 we have tabulated the average of the

ap-c

. . ...-.
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4 N sin2  

p
n-

as a function of the number of imposed nulls. The average absolute phase perturba-

tion increases by a factor of three and the objective function by an order of magni-

tude from the one-null to the five-null case. Note the especially sharp increase

for the four- and five-null cases.

Table 2. Average Absolute Phase Perturbation and the Objective Function

4 sin 2 (On/2) for Phase-Only Nulling in the Pattern of a 41 Element
n

Uniform Amplitude Array With X/2 Spacing. Nulls imposed at the series
of locations 4.0, 4.6, 5.2, 5.8, and 6.4 degrees using LPNLP and VMCON

Number of Nulls 1 2 3 4 5

Average Absolute Phase Perturbation 0.2838 0.3073 0.3321 0.5365 0.8803
(radians)

Objective Function 3.7887 4.5743 7.5406 19.993 36.665

It is of interest to compare the performance of LPNLP and VMCON with that
of the iterative linearization method discussed in Reference 12. In Table 3 we give

computation time, null depth, average absolute phase perturbation, and the value

of the objective function for the same test problem, for one, two. and three nulls.

Comparing Table 3 with Tables 1 and 2, it is seen that the iterative linearization

method performs almost as well as the nonlinear programming methods as regards

minimizing the objective function, and is considerably more efficient as regards

CP time. For four nulls (at 4.00. 4. 6*. 5. 2*, and 5.8*) however, the iterative

linearization method failed to converge. In phase-only null synthesis problems re-

quiring large phase perturbations, the iterative linearization method is not effective

because the procedure is based on the linearization approximation e n 1 + ion

which is good only for small 0
n

To underscore the point made above about the test problem being a difficult

mne, in Tables 4 and 5 we have tabulated the same quantities as in Tables I and 2

respectively for a series of nulls imposed in the pattern of a 41 element array with

uniform amplitude and half-wavelength spacing at the locations 25, 35, 45, 55, and

65 degrees. Note the marked decrease in computation time, especially for the

(ascs with the higher number of nulls, and the much lower average absolute phase

perturbation and objective function for this series of null locations as compared

with the former set. The effect on the pattern of the much larger phase perturbations

12
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of the first test problem as compared with the second can be seen in Figures 2 and 3

where we show the original and perturbed patterns for the four-null case of the first

and second test problems respectively. Note how much more closely the perturbed

pattern follows the original pattern in Figure 3 than it does for the first test problem

in Figure 2 where the large phase perturbations result in a marked change over

most of the range of the pattern. The relatively small phase perturbations required

in the second test problem make it possible for the iterative linearization method

to be applied here to even the five-null case. The results for the series of nulls

are shown in Table 6.

As one further test of the performance of LPNLP and VMCON on phase-only

null synthesis problems, the two programs were run on the problem of imposing

nulls at the four locations 14.70, 15. 280, 15. 86* , and 16. 440 in the pattern of a

41 element array with half-wavelength spacing, with a 20 dB Chebyshev taper. The

iterative linearization method had been tried without success on this problem as.-".

described in Reference 12. VMCON solved both the nulling problem with minimiza-

tion of absolute weight perturbations and the null synthesis problem with minimiza-

tion of relative weight perturbations [ see Eqs. (1, 2)] in about 40 sec CP time each

with null depths < -250 dB, but LPNLP failed to converge to a solution in either

problem. Further work is needed to understand clearly the reasons for this failure

and for the difficulties encountered in the five-null case of the first test problem.

In general, however, it can be said that either LPNLP or VMCON provides an

effective method for calculating the phases required for minimized weight perturbation,

phase-only, null synthesis.

Table 3. Performance of the Iterative Linearization Method on Phase-Only
Nulling in the Pattern of a 41 Element, Uniform Amplitude Array With X /2 ...
Spacing. Nulls imposed at the series of locations 4.0, 4.6. and 5.2 degrees

Number of Nulls 1 2 3

Null Depth dB) -298 <-271 <-275

CP Time (sec) 1. 1 1.4 2. 1

Average Absolute Phase Perturbation (radians) 0. 2846 0. 3088 0.3424

Objective Function 4 _ 2 n(0/2) 3.7789 4.5750 7.5594
n n

13
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Table 4. Performance of LPNLP and VMCON on Phase -Only Nulling in the
Pattern of a 41 Element, Uniform Amplitude Array With A /2 Spacing. Nulls
imposed at the series of locations 25. 35. 45. 55, and 65 degrees

Number,-.-
of Nulls 1 2 3 4 5 ,",

Null CP Null CP Null CP Null CP Null CPDepth Time Depth Time Depth Time Depth Time Depth Time

(dB) (sec) (dB) (sec) (dB) (see) (dB) (see) (dB) (see)

LPNLP -276 2.3 <-275 3.6 <-281 4.7 <-277 5.8 <-282 7.1

VMCON -283 12.1 <-280 12.1 <-239 15.0 <-240 14.5 <-241 16.0

Table 5. Average Absolute Phase Perturbation and the Objective Function

S24 E sin (0n/2) for Phase-Only Nulling in the Pattern of a 41 Element
n n

Uniform Amplitude Array With A/2 Spacing. Nulls imposed at the series of
locations 25, 35, 45, 55, and 65 degrees using LPNLP and VMCON

Number of Nulls 1 2 3 4 5

Average Absolute Phase 0.04431 0.04415 0.05320 0.05405 0.06275
Perturbation (radians)

Objective Function 0. 09523 0.1261 0.1906 0.1972 0. 2417

Table G. Performance of the Iterative Linearization Method on Phase-Only
Nulling in the Pattern of a 41 Element. Uniform Amplitude Array With
A/2 Spacing. Nulls imposed at the series of locations 25. 35. 45. 55. and
65 degrees

Number of Nulls 1 2 3 4 5

Null Depth (dB) -288 <-283 <-275 <-279 <-272

CP Time (sec) 0.5 0.5 0.7 0.7 0.8

Average Absolute Phase 0. 04431 0. 04416 0. 05324 0. 05408 0. 06280
Perturbation (radians)

Objective Function 0.09523 0.1261 0.1907 0.1972 0.2417

4 Esin 2 (On/2)
n

14
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4. CONCLUSIONS

In this report we have described the performance of two nonlinear programming '

computer codes, LPNLP and VMCON, on the problem of calculating the minimum

phase-only weight perturbations required to impose nulls at specified locations in .4

a linear array antenna pattern. Both codes are effective in general in solving the

phase-only null synthesis problem, but convergence problems may be encountered

if the nulling requirements become too severe: for example, multiple, closely

spaced nulls in high sidelobe regions of the pattern.
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